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Abstract
Runtime specialization optimizes programs based on partial information available only at run time. It is applicable when some input data is used repeatedly while other input data varies. This technique has the potential of generating highly efficient codes.

In this paper, we explore the potential for obtaining speedups for sparse matrix-dense vector multiplication using runtime specialization, in the case where a single matrix is to be multiplied by many vectors. We experiment with five methods involving runtime specialization, comparing them to methods that do not (including Intel’s MKL library). For this work, our focus is the evaluation of the speedups that can be obtained with runtime specialization without considering the overheads of the code generation.

Our experiments use 23 matrices from the Matrix Market and Florida collections, and run on five different machines. In 94 of those 115 cases, the specialized code runs faster than any version without specialization. If we only use specialization, the average speedup with respect to Intel’s MKL library ranges from 1.44x to 1.77x, depending on the machine. We have also found that the best method depends on the matrix and machine; no method is best for all matrices and machines.

Categories and Subject Descriptors D.3.4 [Programming Languages]: Processors—Code Generation

Keywords program specialization, sparse matrix-vector multiplication, performance evaluation

1. Introduction
The technique of program specialization begins with the observation that many computations get their inputs in two parts: an early, stable part, and a late, dynamic part. One then asks the question: Given the early data, can we fashion a new, specialized, program that will process the dynamic data very efficiently? For example, in some numerical applications, a single matrix \( M \) is multiplied by many vectors \( v \); \( M \) is early and stable, the vectors late and dynamic. Can we create a very efficient function \( \text{multBy}_M(v, w) \) to multiply \( M \) by an input vector \( v \) (placing the result in \( w \))? Program specialization is a well-studied area [13, 30, 32]. Research has produced many examples of programs, in many problem domains, that have been optimized by specialization. However, most of the work has focused on languages and infrastructure, rather than realistic applications. Take the matrix multiplication example again. The “optimal” approach is simply to unfold the calculation. Instead of a loop iterating over \( M \) and \( v \), \( \text{multBy}_M \) consists of a long sequence of assignment statements of the form

\[
\text{w}[i] \leftarrow M_{i,j_0} \ast v[j_0] + M_{i,j_1} \ast v[j_1] + \ldots;
\]

where the italicized parts — \( i, M_{i,j_0}, j_0, \) etc. — are fixed values, not variables or subscripted arrays. (The simpler case of vector-vector dot product is a standard “toy” example in this field [16]; a variation of sparse matrix-vector multiplication was recently posed as a Shonan Challenge [8]). This code is “optimal” in the sense of producing the minimum instruction count; a standard Compressed-Sparse-Row (CSR) loop (see Section 2.2) will execute perhaps five times as many instructions as this unfolded code. They will, of course, execute the same number of floating-point operations; the additional instructions are all integer, control, or load operations.

However, it will come as no surprise to those who work in the area of high-performance computing that instruction count tells only a part of the story. Execution speed is affected by such factors as the quality of the code (e.g. register usage), and memory system performance. Traditionally, the latter is concerned primarily with avoiding cache misses when accessing \( v \) and \( w \) (with accesses to \( M \) being purely sequential and therefore not subject to optimization); a new concern that arises here is access to the code itself.

This paper addresses the potential for optimizing sparse matrix-dense vector multiplication by specialization relative to the matrix \( M \), using matrices of realistic size and structure. To that end, we explore a variety of methods and report on their efficiency. The methods (described in detail in Section 2) are these:

Compressed sparse row (CSR). This is the straightforward implementation using the most traditional representation for sparse matrices. Some efficiency is gained by unrolling the inner loop; we refer to CSR with the inner loop unrolled \( u \) times as CSR\(_u\).

Unfolding. This is the simplest unfolded code described above.

CSRbyNZ. This method generates a loop for each group of rows that contain a given number of non-zeros [27]. In effect, this provides a perfect unrolling of the inner loop of CSR.

Stencil. This method analyzes the matrix to find the patterns of non-zero entries in each row of \( M \), and generates, for each pattern, a loop that handles all the rows that have that pattern.

GenOSKI. This method analyzes the matrix to find the patterns of non-zero entries in each block of size \( r \times c \), and for each pattern,
generates straight-line code [9]. A motivation of this method is to avoid the zero-fill problem of OSKI [21], that generates efficient per-block code by inserting some zeros into the matrix data. We also have compared our results with 3 state of the art libraries: the Intel MKL library [5], BiCSB [12] and CSX [24]. BiCSB [2] is implemented on top of CSB [11], a new parallel sparse matrix data structure that allows efficient SpMV on multicore. BiCSB requires some restructuring of the data, but no runtime generation of the code. CSX [3] is based on the Compressed Sparse eXtended (CSX) format that allows for a flexible storage format to support a variety of patterns within the sparse matrix, such as horizontal, vertical, diagonal, anti-diagonal, or blocks. Notice that not all of these methods and libraries involve runtime specialization. We can classify them in three groups: those that are completely generic and operate on the standard CSR representation (CSR); those that require some restructuring of the data but no runtime generation of code (CSR, BiCSB, and OSKI); and those that require runtime code generation (Unfolding, CSRbyNZ, Stencil, GenOSKI1, and CSX). The distinction matters because it refers to the latency of each method — the preparation time needed before a method can report its first result. CSR has zero latency, and methods that only restructure the data have lower latency than methods that generate code. Of course, latency varies widely within the latter two categories as well.

We tested all methods and libraries on 23 matrices and 5 machines. Our experimental results show two main points:

1. Speedups can be obtained by runtime specialization. In most cases, a method involving runtime code generation is the fastest.
2. There is no one best method: it varies both across machines and across matrices.

Specifically, out of our 115 (23 × 5) trials, the best specializers were: Stencil (11 times), GenOSKI (29), Unfolding (27), CSRbyNZ (20), CSR (13), MKL (2), BiCSB (6), CSX (7)2.

The main contribution of this paper is a systematic comparison of a number of methods for performing sparse matrix–dense vector multiplication, including methods that are specialized to a particular matrix. The methods evaluated are “generic” in the sense that they are not designed for matrices of any very particular form, but would apply in general to sparse matrices of the kind found in the Matrix Market [6] and Florida Sparse Matrix Collection [4, 17]. We discuss some of the reasons for the timings we are seeing, including matrix characteristics, and the effect of code and data size and cache size. In addition, we explain how this work fits into the overall goal of creating a matrix-vector multiplication library.

The structure of the paper is this: Section 2 describes in detail the methods we are studying for performing matrix-vector multiplication. Section 3 discusses some aspects of the methods that affect performance. Section 4 describes our experimental setup. Section 5 shows our performance numbers. In Section 6, we discuss how this work might find applications in practice. Section 7 discusses related work; conclusions are presented in Section 8.

2. Methods

In this section, we describe the methods we use. In this discussion, we assume $M$ is an $n \times n$ matrix, with $nz$ non-zeros. We use zero-based indexing for all arrays. The code shown in this section is drawn from the actual generated code.

1 Potentially, the code for any possible pattern of GenOSKI can be generated offline; however, because there are too many possibilities (e.g. $2^{16}$ when using 4 × 4 blocks), opting for runtime generation is likely to be more feasible for this method.

2 We ran CSX only on 2 platforms due to library conflicts; BiCSB and MKL did not run on one machine because of CPU incompatibility.

2.1 Compressed Sparse Rows

The most common representation for sparse matrices is Compressed Sparse Rows (CSR). It consists of three arrays:

- $\text{mvalues}$ is an array of floating-point numbers of length $nz$ containing the non-zero values of $M$ in row-major order.
- $\text{cols}$ is an integer array of length $nz$. Element $i$ of this array contains the column number of the $i^{th}$ element in $\text{mvalues}$.
- $\text{rows}$ is an integer array of length $n + 1$. Element $j$ of this array gives the $\text{mvalues}$-index of the first non-zero element of row $j$.

With this representation, a standard CSR loop looks as follows (recall that $v$ is the input vector, $w$ is the output vector):

\begin{verbatim}
for (i = 0; i < n; i++){
    wv = 0.0;
    k = rows[i]; // mvalues[k] = M[i,cols[k]], // the first non-zero in row i
    // for (; k < rows[i+1]; k++)
    for (; k < rows[i+1]; k++)
        wv += mvalues[k] * v[cols[k]];
    w[i] += wv;
}
\end{verbatim}

2.2 CSR Unrolling

CSRu partially unrolls the inner loop of the standard CSR method n times, plus inserts a “clean-up” loop handling the leftover elements. The data layout is identical to CSR. Unrolling can produce more efficient code than CSR due to additional instruction level parallelism and reduced loop overhead. However, the difference in performance between CSR and CSRu is expected to be small.

2.3 CSRbyNZ

This method groups the rows of $M$ according to the number of non-zeros they contain, and generates one loop for each group. The array $\text{rows}$ contains a permutation of the row numbers, in which all the rows with a particular non-zero count are grouped together; $\text{cols}$ and $\text{mvalues}$ serve the same purpose as with CSR. So, for example, if there are exactly six rows of $M$ that have three non-zeros, the loop for those rows would be:

\begin{verbatim}
for (i = 0; i < 6; i++, b += 3) {
    row = rows[a++];
    w[row] += mvalues[b] * v[cols[b]] + mvalues[b+1] * v[cols[b+1]] + mvalues[b+2] * v[cols[b+2]];
}
\end{verbatim}

Here, a indexes over rows and b indexes over mvalues. mvalues contains the non-zeros of $M$ in the order in which they are consumed by these loops.

This method gains its efficiency from long basic blocks in each loop, which can be compiled efficiently. It provides, in effect, a perfect unrolling of the inner loop of CSR. CSRbyNZ is similar to the method described by Mellor-Crummey and Garvin [27].

2.4 Unfolding

Unfolding completely unfolds the CSR loop and produces a straight-line program. Despite its simplicity, it needs a detailed explanation as the code it generates has interesting and important implications on the binary code produced by the compiler.

First, recall that this method generates a statement per each matrix row $i$ in the following way:

\begin{verbatim}
w[i] += M_{i,j_1} \cdot v[j_1] + M_{i,j_2} \cdot v[j_2] + \ldots;
\end{verbatim}

In principle as well as in practice, this method produces the lowest number of dynamic instructions. However, it also produces, by far, the longest code. Yet, surprisingly, in our tests, we have seen that Unfolding occasionally beats the other methods substantially, even for very large matrices. The reason for this is that many matrices have repeated values; indeed, the number of distinct values in our sample matrices is usually much less than $nz$ (see Table 1).
This produces speedups for two reasons: reduced memory load, and reduced instructions because of common subexpressions. To see this, suppose there are only three distinct values in the matrix (say, 3, 5, and 9) and let the first two lines of the generated code be:

\[
\begin{align*}
\end{align*}
\]

Having a non-zero value repeated on the same row of the matrix allows applying anti-distribution of multiplication over addition (i.e., \(cxv1 + cxv2 = cx(v1+v2)\)). Having the same value repeated on the same column of the matrix enables common subexpression elimination (CSE). After applying both optimizations, the above code would look like this:

```c
    double temp = 5*v[8] + 3*v[9];
    w[0] += 9*(v[2] + v[3]) + temp;
    w[1] += temp + 9*v[11];
```

The floating point constants are emitted by the compiler — we examined icc, gcc, and clang — into the data section of the object code, and loaded into registers. When the distinct values are very few, registers can be reused to reduce memory loads. In effect, the code above can be compiled as if it were:

```c
    double M[3] = (9, 5, 3);
    double m9 = M[0];
    w[0] += m9*(v[2] + v[3]) + temp;
    w[1] += temp + m9*v[11];  // m9 reused
```

Unlike all our other methods, and contrary to what we said in the introduction, specialization by this method actually allows a reduction in the number of floating point operations. It is worth mentioning that, although the number of distinct values is usually much less than \(nz\), this fact alone is not that helpful; the number has to be small enough that we are likely to see many repeated values in each row and column, thus allowing the optimizations described. Furthermore, by causing references to matrix values to be accessed out of order — in all other methods, these values are stored in an array that is accessed in strictly sequential order — these optimizations can have a negative effect on locality.

### 2.5 Stencil

Where CSRbyNZ divides up the rows of \(M\) according to the number of non-zeros, Stencil divides them up according to the exact pattern of non-zeros. Specifically, the “stencil” of each row is defined as the location of non-zeros relative to the main diagonal. So, if row \(r\) has non-zeros in columns \(r - 1, r, r + 1\), and \(r + 3\), its stencil would be \((-1, 1, 3)\). All the rows that have the same stencil can be handled in a single loop. For example, if rows 2, 4, and 6 are the only ones with stencil \((-1, 1, 3)\), then the loop for this stencil is shown below, where the values of \(M\) are laid out in the order in which they are consumed by these loops:

```c
    for (i = 0; i < 3; i++) {
        vv = v + rows[1];
        mvalues += 4;
    }
```

Like CSRbyNZ, Stencil gets its efficiency from the long basic blocks inside each loop. Stencil also gains an advantage in memory accesses, because it entirely eliminates the cols array and the indirect access to \(v\). Thus, for matrices with a modest number of stencils, this method can be the most efficient. However, if there are many stencils, the code can get quite large, reducing its efficiency.

### 2.6 GenOSKI

This method is based on OSKI \([19, 21, 31]\) and is similar to PBR \([9]\). The idea of OSKI is to divide the matrix into dense blocks (of size, say, \(b \times b\)) and perform the multiplication on a block basis. By having a loop whose body handles blocks of size \(b \times b\), the goal of this optimization is to increase register reuse. It may also reduce the amount of memory required to store indices for the matrix \(M\), since a single pair of indices is stored per block. (For example, if all blocks were perfectly dense, arrays rows and cols would each be of length \(nz/b^2\), for a total size of \(2nz/b^2\), as compared to the total size of \(nz + n\) for these blocks in CSR.) The drawback of OSKI is that non-empty blocks may still contain zeros, and those have to be added to \(M\) explicitly. This increases both the number of floating-point operations and memory communication. The zero fill factor substantially determines whether this method will be efficient. Our experience shows that \(1 \times 2, 2 \times 1\), and \(2 \times 2\) blocks are occasionally efficient, but larger blocks almost never are. GenOSKI is our attempt to overcome the zero fill problem by generating code.

GenOSKI has one loop for each block pattern of non-zeros in this matrix. For each pattern, two arrays hold the list of “block locations,” the indices of the northwest corner of the blocks that have that pattern. For example, consider a matrix divided into 3 \(\times\) 3 blocks and having 18 blocks conforming to the pattern of non-zeros \(1,1,0; 1,1,1; 1,0,1; 0,1,1; 1\), the two first columns on row 0; all three columns on row 2: the second and third columns on row 3. The loop to handle these 18 blocks is shown below. Here \(a\) and \(b\) are global variables indexing over blocks and over values, respectively.

```c
    for (i = 0; i < 18; i++, a++) {
        vv = v + cols[b];
        mvalues += 4;
    }
```

```
GenOSKI has low overhead, and indeed often performs well, especially when most blocks are fairly dense. This is a bit surprising, because there are many reasons it should not do so. Zero fill is not a problem per se, but it does have an impact: we need to maintain two indexes per block (stored in the array’s rows and cols), so if there are many sparse blocks, this entails more data than CSR. Furthermore, GenOSKI can potentially generate a lot of code: for \(4 \times 4\) blocks, there are 65,535 distinct patterns, which means every \(4 \times 4\) blocks could have a different pattern. In practice, the number of patterns in a matrix is much smaller than the maximum (Table 1). Lastly, unlike all the other methods, GenOSKI does not calculate entire rows at a time, which means that, where the other methods do a single write to each element of \(w\) — so exactly \(n\) writes — GenOSKI may do as many as \(n/b\) reads and writes for each row, or a total of \(nz/b\) memory operations on \(w\). Nonetheless, as we have noted and will see in Section 5, it often does quite well.

### 2.7 Latency

In this paper, we are not considering issues of latency, so our remarks here will be very brief. Note that latency comes from the need to re-order data and to generate code. CSR and CSR, do neither, and have no latency; all other methods do code generation. CSRbyNZ, Stencil and GenOSKI all involve some kind of analysis prior to code generation: grouping the rows by non-zero count, calculating the stencil of each row, classifying blocks by pattern. In general, we have found that low-level code generation is the most expensive part of the specialization process, and therefore code size
is the most reliable guide to specialization cost. Size was discussed when presenting the methods: in practice, Unfolding produces the longest code, CSRbyNZ almost always produces code of modest size (though much bigger than CSR), while the amount of code produced by Stencil and GenOSKI varies by matrix. (We note that when those two methods do produce large codes, they usually do not perform very well.) Performance issues, and their relation to code size, are discussed further in Sections 3 and 5. We do not report any measurements for latency, because the code generator is a python script that we are using to prototype the performance of different methods, not their latency.

2.8 Other Methods

We would like to mention two other potentially useful methods which we are not testing in this study, vector instructions and mixed methods. In general, our methods cannot effectively use vector units, due to non-consecutive accesses of vector v. For matrices that are almost perfectly banded, elements can be stored in diagonal form, and vector units can be used to advantage. However, in our experiments with this method, it was never the best for our set of matrices. Similarly, regular (non-generative) OSKI never showed well for us. Thus, we do not show results for these two methods.

Another option is to use mixed methods, where a matrix is decomposed into two or more matrices, and each matrix is handled with a different method. For example, we might use the Stencil method for the dense bands around the diagonal and CSRbyNZ for the remaining elements. We have experimented with this idea, but we have only rarely seen it perform well. Furthermore, the algorithmic space here is so large that it is not yet clear to us how to go about exploring it. For both these reasons, we do not show results for mixed methods here.

3. Performance Issues

In this section we discuss some aspects of the methods that are likely to affect performance; we will return to these in Section 5, after seeing the actual timings.

3.1 Memory Requirements

A significant difference between specialized methods and “generic” methods is that specialization can produce large codes, which can in turn have a major impact on performance. On the other hand, by folding data into the code, the non-code data storage requirements can be reduced. Table 2 contains the expressions to compute code and data size for the various methods. Here we provide some explanation of that table.

CSR: Code size of CSR is constant, and, for the values of u we consider, small. Data consists of array nz (nz doubles), array rows (u integers), and the cols array (nz integers). (Due to a technicality of the representation, rows is of length n + 1.)

CSRbyNZ: Since a different loop is generated for each group of rows with the same count of non-zeros, the code size for CSRbyNZ is a function of the number of distinct non-zero counts (Row_{nz}), as well as the number of non-zeros in each group (nz, row_{i}). In practice, Row_{nz} is usually small (Table 1), so code size is modest. Data size is practically the same as CSR.

Unfolding: For most matrices, Unfolding produces the longest code of any of our methods. (In rare cases, Stencil can produce code as long; no other method comes close.) As discussed above, repeated values can allow for optimizations that, in some cases, can significantly reduce code size, but this is rare, and in any case still leaves the code very long. (At the very least, the size of the code is O(n), since there is one assignment for each row.) Repeated elements reduce data size significantly in many cases.

Stencil: The code size of this method depends on the number of stencils and the size of each stencil. As shown in Table 1, the number of stencils varies widely from matrix to matrix.

GenOSKI: The code size for GenOSKI is primarily a function of the number of distinct patterns that appear in the matrix. As with stencils, this number varies widely from matrix to matrix (Table 1). In practice, it is always smaller, and usually much smaller, than the number of stencils.

3.2 Memory Reference Locality

Another issue affecting performance that will vary by method is locality of memory references. All of our methods except Unfolding maintain the values of M in an array of length nz and access it sequentially; there is nothing to be done here about locality. Similarly, the location data in rows and cols are accessed sequentially. The issue of locality shows up in how the methods reference the input and output vectors v and w.
CSR by NZ maintains perfect locality relative to \textit{w}, as it assigns to its elements sequentially. If \( M \) is strongly banded — meaning the non-zeros are clustered around the main diagonal — then it will have good locality in \( v \) as well. In most cases, there is a dense cluster of non-zeros around the main diagonal, but also a good number of non-zeros elsewhere; in this case, access to \( v \) will begin to look random, and locality will be poor.

\textbf{CSRbyNZ:} Here, because of the reordering of rows, access to \( w \) is no longer sequential. Furthermore, any “natural” locality in \( v \) — as when a matrix is strongly banded — may be lost. As a consequence, this method does not have particularly good memory behavior relative to either \( v \) or \( w \).

\textbf{Stencil:} Memory access behaviour of \textit{Stencil} is similar to CSRbyNZ. Because each stencil loop may cover rows that are randomly distributed throughout \( M \), and also each stencil contains elements of \( M \) potentially randomly distributed throughout a single row, access to \( v \) and \( w \) are arbitrary.

\textbf{GenOSKI:} As with all other methods the access to the values, \textit{rows}, and \textit{cols} are perfectly sequential. However, as with CSRbyNZ and \textit{Stencil}, accesses to \( v \) and \( w \) bear no obvious relation to the natural order, and are likely to be highly non-localized. (Aside from locality issues, we noted earlier that GenOSKI performs many more memory operations relative to \( w \) than the other methods.)

### 3.3 Parallelization

In this paper, we run all of our codes in parallel, using four threads. It is also interesting to see how these methods perform sequentially, but most researchers are using parallel codes, so parallel times are easier to compare to other methods. For example, we have found that MKL does not perform very well in sequential mode, so that without running it in parallel, comparisons are fundamentally unfair. As another example, \textit{CSX} does not claim to have good performance in the sequential case, but only when parallel execution creates memory contention.

Parallelization of these codes is generally quite straightforward. It is just a matter of splitting \( M \) into four horizontal tranches, with approximately equal numbers of elements, applying a method to each, and producing four functions to be run on the four cores. For CSR and Unfolding, there is really nothing more to it.

For CSRbyNZ, Stencil, or GenOSKI, there is one choice to be made before doing the split, and that is whether to sort the rows before splitting. Consider \textit{Stencil}: Suppose \( M \) has \( s \) stencils, and they are spread throughout the matrix. If we split \( M \) into four tranches in the obvious way (what we call “split-by-count”), we are likely to have all \( s \) stencils, more or less, show up in each tranche; if there are a lot of stencils, the code running on each processor will be large. If instead we first sort the rows of \( M \) by stencil and \textit{then} do the split into four pieces (we call this “split-by-pattern”), each piece will have only a portion of the stencils and will therefore have less code, which is generally better for performance. Note that, for \textit{Stencil} and CSRbyNZ, we already have to sort the rows into groups, so split-by-pattern is no extra work.

GenOSKI presents asomewhat different problem. The method divides the matrix up by patterns, and handles every occurrence of a given pattern in a single loop. If we generate this code first, then assign a subset of the loops to each core, it gives us an even split and minimizes code size. However, there is a problem alluded to earlier: any of the patterns can contribute values to any of the rows. If we had code running on separate cores reading and writing to the same location in \( w \), we would have to put locks on each one. On the other hand, if we split \( M \) into tranches (split-by-count), and generate (sequential) GenOSKI code separately in each tranche, there is no need for locks. Although split-by-count results in larger code, the effect is more than offset by avoiding the need for locking.

Accordingly, we parallelize GenOSKI, Unfolding and CSR using split-by-count; \textit{Stencil} and CSRbyNZ using split-by-pattern.

### 4. Experimental Setup

The five target platforms on which we ran our experiments are listed in Table 3. The motivation to select these platforms was to have a variety of LLC cache sizes and microarchitectures. To generate parallel code we used the OpenMP “section” construct and created as many sections as threads. The codes were compiled with icc with the -03 -openmp flags; when icc was not available, we used gcc instead, with the same flags.

We have implemented and evaluated the following methods: CSR, CSRu with \( u \) ranging from 1 to 3, CSRbyNZ, Unfolding, Stencil, and GenOSKI. We explained in Section 3.3 why splitting the matrix using split-by-pattern was likely to produce better results for CSRbyNZ and \textit{Stencil}, while split-by-count would be better for GenOSKI; our experiments confirm this intuition, and accordingly we use the better method in each case and do not report the alternative. (With the split-by-pattern approach, when a loop has to handle more than \( nthread \cdot 500 \) non-zeros, we split the loop to allow for a better balanced workload.) For GenOSKI, our experiments show that the best results are obtained with blocks of \( 4 \times 4 \) or \( 5 \times 5 \), so we only show results for these sizes, and use the names GenOSKI4 and GenOSKI5, respectively.

We compare our methods against the Intel MKL library version 14.0, whenever it is available on the target platform. We also compare against two state-of-the-art SpMV libraries, BiCSB [12]...
and CSX [24], that have online code that can be installed and run. BiCSB [2] is implemented on top of CSB [11], a parallel sparse matrix data structure designed for SpMV on multicore. BiCSB uses bitmasked register blocks to reduce the memory bandwidth requirement when using register blocking. (We ran both CSB and BiCSB, but since BiCSB is always faster than CSB, we only compare against BiCSB.) CSX [3] is based on the Compressed Sparse eXtended format that allows for a flexible storage format to support a variety of structures within the sparse matrix, such as horizontal, vertical, diagonal, anti-diagonal, or blocks. This approach requires runtime code generation. We compare against the SpMV running times, without taking into account the time to generate the code.

Table 1 shows the 23 matrices from the Matrix Market [6] and the University of Florida Sparse Matrix collection [4, 17] that we have used. The table is split into two sets by a horizontal line and each set is sorted by number of non-zeros. The matrices above the horizontal line are derived from graphs that model social or communication networks, among others, and follow a power law distribution. The matrices below the line come from other domains, such as Finite Element modeling (SPARSKIT). Several of these matrices were used in previous studies [11, 24, 34]. We did not select them based on any specific pattern, but rather to represent a variety of domains. Some of these matrices are pattern matrices, for which the source does not provide values; we have generated values for these matrices, with all the generated values being different. The set includes symmetric and structurally-symmetric matrices. For these, we do not apply any shape-based optimization; we simply treat them as regular matrices and, consequently, only report the number of elements that we multiply.

The columns of Table 1 provide the following information: \( n \) and \( mnz \); the size of the CSR code — which is to say, the size of the raw data — in MB; the denseness (\( mnz/n \)); and the group they come from. The last few columns give data that are useful in evaluating the performance of these methods: \#stencils is the number of different stencils; \#genOSKI4 and \#genOSKI5 are the numbers of distinct patterns that appear in \( 4 \times 4 \) and \( 5 \times 5 \) blocks, respectively; \#distValues is the number of distinct values; and \( \text{Row}_pnz \) is the number of distinct row non-zero counts.

Table 4 shows code and data sizes for the different methods when we generate OpenMP code for 4 threads. These sizes are drawn directly from the compiled code. Code size values differ slightly from those computed using the expressions in Table 2, as those expressions do not take into account the extra loops that appear when a loop is split for parallel execution into 2 or more threads. Also, theicc compiler unrolls some loops. In addition, to speed up compilation time3, we split the code into several functions, grouped in multiple files. As a consequence, even if a matrix has a single distinct value, this value will appear once in each file. Thus, for Unfolding, the data size in practice is larger than the number of distinct values reported in the table.

To collect the timings, we did the following for each matrix/method/machine combination: (1) Performed matrix-vector multiplication 10,000 times (on an unloaded machine); (2) repeated (1) five times; and (3) chose the fastest of those five runs. For generality, the result of the multiplication is added to the output vector, even though this output vector is zeroed before each multiplication. The 10,000-iteration choice makes time measurements reliable by giving running times that are in the order of seconds even for the smallest matrices in our set. We choose the minimum time in step (3) because it represents the fastest run and the one that is contaminated by the fewest external events. We observed the relative difference of the minimum with respect to the median of the five runs to be usually less than 2%. For instance, in loome2, out of 138 cases (23 matrices \( \times 6 \) specilizers), only in 5 cases the relative difference is more than 2%, with the maximum being 5%.

### 5. Experimental Results

In this section, we report our experimental results. We compare with MKL and, in broader outline with two state-of-the-art libraries, CSX and BiCSB. We briefly address the issue of scalability by comparing our methods to others when running on eight threads (rather than our usual four). Finally, we discuss how the characteristics of

3 Compilers are optimized for human-written code, which tends to be small, so they are slow when compiling large codes produced by a code generator.
the machines and matrices help explain the timing results; the latter is important in the process of predicting the best method.

5.1 Comparison of Methods

Table 5 shows, for each matrix and machine, the best method among MKL, CSR, Stencil, GenOSKI4, GenOSKI5, Unfolding, CSBryNZ, CSX and BiCSB (we only consider CSR because CSR and CSRu are very close to each other). The table also shows the speedup with respect to MKL, the speedup is computed by dividing the MKL running times by the running times of each method, when all run with four threads (including MKL). For milner, we could not run MKL, because it has an AMD processor. In addition, the AMD’s Core Math Library (CML) does not have level-2 sparse operations [1]. Hence, for this machine we compare with CSR. The last row shows, for each machine, the average speedup obtained when the best method is used. We were able to run CSX only on loome2 and loome3 due to library conflicts. Also, we could not run BiCSB on milner because BiCSB requires the icc compiler.

Table 6 compares the different methods. For each method and machine the table shows the average speedup if that method is used for all the matrices, the number of matrices for which that method is the best, the number of matrices that run faster than MKL using that method, and the average speedup of that method if only used when it runs faster than MKL. The last two matrices tell us how often each method improves with respect to MKL, and if it improves, what is the average speedup. The last row in the table (labeled Best) shows the same metrics, but when the best specialist is chosen. In this case, “Avg. speedup” is the speedup obtained if we always use a method that requires specialization (CSR, CSRbyNZ, MKL, BiCSB), and the average speedup of that method improves with respect to MKL, and if it improves, what is the average speedup. The last row of Table 5 shows that the methods that require specialization scale well.

Table 5. Best method for all matrices/machines and speedup with respect to MKL, except for milner where the baseline is CSR. All the methods (including MKL) run with 4 threads.

<table>
<thead>
<tr>
<th>Matrix</th>
<th>loome2</th>
<th>Speedup</th>
<th>loome3</th>
<th>Speedup</th>
<th>12pc3</th>
<th>speedup</th>
<th>turning</th>
<th>speedup</th>
<th>milner</th>
<th>speedup</th>
</tr>
</thead>
<tbody>
<tr>
<td>email-EaAll</td>
<td>CSR</td>
<td>1.48</td>
<td>BiCSB</td>
<td>1.71</td>
<td>CSRbyNZ</td>
<td>1.60</td>
<td>CSRbyNZ</td>
<td>2.05</td>
<td>GenOSKI4</td>
<td>2.11</td>
</tr>
<tr>
<td>cit-HeppH</td>
<td>CSRbyNZ</td>
<td>1.21</td>
<td>CSRbyNZ</td>
<td>1.18</td>
<td>Unfolding</td>
<td>1.10</td>
<td>CSRbyNZ</td>
<td>1.30</td>
<td>CSRbyNZ</td>
<td>1.53</td>
</tr>
<tr>
<td>soc-Epinions1</td>
<td>CSRbyNZ</td>
<td>1.43</td>
<td>BiCSB</td>
<td>1.48</td>
<td>Unfolding</td>
<td>1.96</td>
<td>CSRbyNZ</td>
<td>2.20</td>
<td>CSRbyNZ</td>
<td>2.17</td>
</tr>
<tr>
<td>soc-sign</td>
<td>Unfolding</td>
<td>2.92</td>
<td>Unfolding</td>
<td>2.79</td>
<td>Unfolding</td>
<td>2.80</td>
<td>Unfolding</td>
<td>2.77</td>
<td>Unfolding</td>
<td>3.52</td>
</tr>
<tr>
<td>web-NotreDame</td>
<td>GenOSKI4</td>
<td>1.12</td>
<td>CSR</td>
<td>1.03</td>
<td>Unfolding</td>
<td>1.28</td>
<td>GenOSKI4</td>
<td>1.23</td>
<td>GenOSKI4</td>
<td>1.57</td>
</tr>
<tr>
<td>webbase-MI</td>
<td>Unfolding</td>
<td>1.33</td>
<td>Unfolding</td>
<td>1.39</td>
<td>Unfolding</td>
<td>1.74</td>
<td>Unfolding</td>
<td>1.31</td>
<td>GenOSKI4</td>
<td>1.38</td>
</tr>
<tr>
<td>e40t5000</td>
<td>Stencil</td>
<td>1.35</td>
<td>Stencil</td>
<td>1.89</td>
<td>CSR</td>
<td>1.02</td>
<td>CSR</td>
<td>1.05</td>
<td>GenOSKI4</td>
<td>1.73</td>
</tr>
<tr>
<td>fidelp1</td>
<td>CSRbyNZ</td>
<td>1.07</td>
<td>CSX</td>
<td>1.20</td>
<td>CSR</td>
<td>1.03</td>
<td>CSR</td>
<td>2.11</td>
<td>CSRbyNZ</td>
<td>1.40</td>
</tr>
<tr>
<td>fidelp37</td>
<td>GenOSKI4</td>
<td>1.28</td>
<td>CSX</td>
<td>1.35</td>
<td>CSR</td>
<td>1.08</td>
<td>CSR</td>
<td>1.06</td>
<td>GenOSKI4</td>
<td>1.38</td>
</tr>
<tr>
<td>m13x3</td>
<td>Unfolding</td>
<td>1.19</td>
<td>Unfolding</td>
<td>1.22</td>
<td>Unfolding</td>
<td>1.40</td>
<td>CSRbyNZ</td>
<td>1.91</td>
<td>GenOSKI4</td>
<td>1.50</td>
</tr>
<tr>
<td>torso2</td>
<td>Stencil</td>
<td>1.76</td>
<td>GenOSKI5</td>
<td>1.47</td>
<td>Unfolding</td>
<td>1.58</td>
<td>Unfolding</td>
<td>2.08</td>
<td>GenOSKI5</td>
<td>2.03</td>
</tr>
<tr>
<td>bidp01</td>
<td>CSX</td>
<td>1.47</td>
<td>GenOSKI4</td>
<td>1.11</td>
<td>CSR</td>
<td>1.04</td>
<td>CSRbyNZ</td>
<td>1.49</td>
<td>GenOSKI4</td>
<td>1.45</td>
</tr>
<tr>
<td>cfd2</td>
<td>CSR</td>
<td>1.19</td>
<td>CSX</td>
<td>1.18</td>
<td>Unfolding</td>
<td>1.08</td>
<td>GenOSKI4</td>
<td>1.09</td>
<td>GenOSKI4</td>
<td>1.55</td>
</tr>
<tr>
<td>ml14b</td>
<td>CSRbyNZ</td>
<td>1.42</td>
<td>BiCSB</td>
<td>1.64</td>
<td>CSR</td>
<td>1.27</td>
<td>BiCSB</td>
<td>1.56</td>
<td>CSRbyNZ</td>
<td>1.43</td>
</tr>
<tr>
<td>sdi4k3m2</td>
<td>Stencil</td>
<td>1.63</td>
<td>Stencil</td>
<td>1.51</td>
<td>Stencil</td>
<td>1.19</td>
<td>Stencil</td>
<td>2.16</td>
<td>GenOSKI5</td>
<td>2.04</td>
</tr>
<tr>
<td>conf6_d_8x8</td>
<td>Stencil</td>
<td>1.39</td>
<td>GenOSKI4</td>
<td>1.41</td>
<td>CSR</td>
<td>1.01</td>
<td>GenOSKI4</td>
<td>1.62</td>
<td>GenOSKI4</td>
<td>1.76</td>
</tr>
<tr>
<td>ship_003</td>
<td>CSR</td>
<td>1.07</td>
<td>CSX</td>
<td>1.20</td>
<td>MKL</td>
<td>1.00</td>
<td>CSR</td>
<td>1.01</td>
<td>GenOSKI4</td>
<td>1.31</td>
</tr>
<tr>
<td>eagle2</td>
<td>CSX</td>
<td>1.22</td>
<td>CSRbyNZ</td>
<td>1.08</td>
<td>Unfolding</td>
<td>1.56</td>
<td>GenOSKI4</td>
<td>1.10</td>
<td>GenOSKI4</td>
<td>1.28</td>
</tr>
<tr>
<td>debr</td>
<td>CSRbyNZ</td>
<td>1.15</td>
<td>CSRbyNZ</td>
<td>1.09</td>
<td>GenOSKI4</td>
<td>1.49</td>
<td>BiCSB</td>
<td>1.13</td>
<td>CSRbyNZ</td>
<td>1.36</td>
</tr>
<tr>
<td>nc2depi</td>
<td>Unfolding</td>
<td>1.29</td>
<td>Unfolding</td>
<td>1.23</td>
<td>Unfolding</td>
<td>1.61</td>
<td>GenOSKI5</td>
<td>1.52</td>
<td>GenOSKI5</td>
<td>1.76</td>
</tr>
<tr>
<td>s3di4km2</td>
<td>Stencil</td>
<td>1.51</td>
<td>Stencil</td>
<td>1.45</td>
<td>MKL</td>
<td>1.00</td>
<td>Stencil</td>
<td>1.81</td>
<td>GenOSKI5</td>
<td>1.73</td>
</tr>
<tr>
<td>engine</td>
<td>Unfolding</td>
<td>3.24</td>
<td>Unfolding</td>
<td>2.85</td>
<td>Unfolding</td>
<td>3.89</td>
<td>Unfolding</td>
<td>6.20</td>
<td>Unfolding</td>
<td>1.82</td>
</tr>
<tr>
<td>thermomech_JK</td>
<td>GenOSKI4</td>
<td>1.11</td>
<td>BiCSB</td>
<td>1.06</td>
<td>GenOSKI4</td>
<td>1.01</td>
<td>GenOSKI4</td>
<td>1.41</td>
<td>GenOSKI4</td>
<td>1.61</td>
</tr>
<tr>
<td>Average</td>
<td>1.47</td>
<td>1.46</td>
<td>1.46</td>
<td>1.78</td>
<td>1.71</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 6. Comparison between methods.

<table>
<thead>
<tr>
<th>Machine</th>
<th>loome2</th>
<th>Speedup</th>
<th>loome3</th>
<th>Speedup</th>
<th>12pc3</th>
<th>Speedup</th>
<th>turning</th>
<th>Speedup</th>
<th>milner</th>
<th>Speedup</th>
</tr>
</thead>
<tbody>
<tr>
<td>CSR</td>
<td>0.79</td>
<td>0.81</td>
<td>1.01</td>
<td>0.81</td>
<td>0.93</td>
<td>0.79</td>
<td>1.00</td>
<td>0.93</td>
<td>0.93</td>
<td>0.93</td>
</tr>
<tr>
<td>GenOSKI4</td>
<td>0.97</td>
<td>0.98</td>
<td>1.08</td>
<td>1.00</td>
<td>1.00</td>
<td>0.97</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>GenOSKI5</td>
<td>0.79</td>
<td>0.81</td>
<td>1.01</td>
<td>0.81</td>
<td>0.93</td>
<td>0.79</td>
<td>1.00</td>
<td>0.93</td>
<td>0.93</td>
<td>0.93</td>
</tr>
<tr>
<td>Unfolding</td>
<td>0.79</td>
<td>0.81</td>
<td>1.01</td>
<td>0.81</td>
<td>0.93</td>
<td>0.79</td>
<td>1.00</td>
<td>0.93</td>
<td>0.93</td>
<td>0.93</td>
</tr>
<tr>
<td>CSRbyNZ</td>
<td>0.56</td>
<td>0.59</td>
<td>0.75</td>
<td>0.59</td>
<td>0.65</td>
<td>0.56</td>
<td>0.75</td>
<td>0.59</td>
<td>0.65</td>
<td>0.59</td>
</tr>
<tr>
<td>CSX</td>
<td>0.86</td>
<td>0.90</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.86</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>BiCSB</td>
<td>0.66</td>
<td>0.67</td>
<td>0.83</td>
<td>0.67</td>
<td>0.99</td>
<td>0.66</td>
<td>0.83</td>
<td>0.67</td>
<td>0.99</td>
<td>0.99</td>
</tr>
<tr>
<td>Best</td>
<td>1.47</td>
<td>1.45</td>
<td>1.54</td>
<td>1.54</td>
<td>1.71</td>
<td>1.47</td>
<td>1.54</td>
<td>1.71</td>
<td>1.71</td>
<td>1.71</td>
</tr>
</tbody>
</table>
5.2 Explaining the Timings

The natural question is how to determine what is the best method. Our results show that speedups depend on both machine and matrix characteristics. For two matrices (soc-sign and engine), the same method is the best across the board. For the rest, the best method varies across machines. For instance, for email-euAll, there are four different methods with very different speedups. We now discuss how the machine and matrix characteristics (Tables 1, 3, and 4) help explain the timings (Tables 5 and 6).

CSR or CSR\_u are not usually the best methods. Although not shown, running times for CSR\_u are very similar to those of CSR.

Unfolding is the best method when the sum of code and data size fits in the Last Level Cache (LLC) (Table 3 and 4). Our matrices are large, and this term should always be large. However, as explained in Section 2, when the number of distinct values is small (distVals in Table 1), the compiler can apply certain optimizations such as CSE, that significantly reduce the code size. Matrices that benefit from this method across the board are soc-sign and engine. soc-sign and engine have only 2 and 1 distinct values, respectively, and achieve significant speedups in all the platforms. For webbase-1M, the number of distinct values is 222, but it is our largest matrix in terms of non-zero elements, and thus Unfolding is the best for all machines except milner. For m133-b3, Unfolding is the best in all platforms except turing and milner (on these two platforms, Unfolding is the second best method with only a very small difference between them). m133-b3 obtains, in general, lower speedups than soc-sign and engine, even though it only has 2 distinct values. The reason is that the code size of Unfolding for m133-b3 is about the size of the CSR data. The results also show that for i2pc3, Unfolding is the best method for 11 matrices. This is because i2pc3 has the largest LLC (24MB). To the best of our knowledge, this is the first study that reports the benefit of Unfolding when the number of distinct values is small. This can be applicable to a large set of matrices, like those derived from graphs, such as the adjacency matrix or laplacian matrix. Another example are algebraic multigrid methods for sparse linear systems [10].

Stencil has the potential to produce good speedups, but only the matrices with a small number of stencils can benefit from it.
Stencil is not the best method across the board for any matrix, but it is the best for s3dk1m2 for all machines, except milner. s3dk1m2 has 935 different stencils, which results in larger code compared to the 94 different patterns of GenOSKI (see Table 1). However, Stencil is more efficient than GenOSKI in all the machines (except milner, where GenOSKI is usually the best method) because code size is relatively small, it does not require the cols array or indirect access to v, and it has good locality in the output vector. Stencil is also usually good for s3dkq4m2, torso2, mc2depi, and e40r500. Although Stencil might not be the best method for these matrices, it is usually as good as the best. Notice that these matrices (together with conf6,0-8x8-20) are the matrices with the smallest number of stencils. For conf6,0-8x8-20, that has only 648 stencils, GenOSKI is better in loome3, turing, and milner, but Stencil is the second best method on those machines. Stencil delivers significant speedups, when it is better than MKL, as shown in Table 6.

CSRbyNZ always produces small codes. Even for the power law matrices (matrices from the SNAP group and webbase-1M) that have a relatively large Row,pc (see Table 1), it is still much smaller than the number of stencils or block patterns. The data size of this method is similar to that of CSR, but the code executes fewer loop overhead instructions, resulting in higher Instruction Level Parallelism (ILP). This method tends to have modest speedups, although it produces significant speedups on turing. We consider this to be a default method that can be used when none of the other methods seems appropriate. It is interesting to notice that many of the power law matrices benefit from this method in loome2, turing, and milner machines, which have smaller caches than i2pc3.

GenOSKI always produces modest code size (see Table 4), as the number of patterns is never too big; out of 65,536 possible patterns when using blocks of size 4x4, the maximum in Table 1 is 4,394. However, the number of patterns is not the most important feature to determine the performance of this method, as it is the best method for web-NotreDame, which has 4,135 patterns (only webbase-1M has more) and is not the best method for debr, that has the lowest number of patterns, only 7. The ability of this method to decrease data size is also important, and that depends on the number of blocks that are empty (each block needs a cols and a rows index) and the locality. Overall, GenOSKI produces good results most of the times for 6 matrices: web-NotreDame, fidapm37, fidap011, cfd2, conf6,0-8x8-20, and thermomech_dK. Speedups of this method are comparable to those of CSRbyNZ, milner stands out as the machine most favorable, by far, to GenOSKI. (4x4 is usually the best block size; 5x5 is occasionally better. We have also evaluated smaller blocks, but we do not report results, as they are never better.)

CSR, which does specialization, is the best method for 3 matrices on loome2 and 4 matrices on loome3. It seems to perform well on matrices where GenOSKI is also a good option. BICSB is the best only for 4 matrices on loome3, and 2 matrices on turing. Similarly, MKL is the best for 2 matrices on i2pc3.

6. Applications
Knowing that efficient codes can be produced by code generation is interesting, but is it useful? That depends entirely upon the tolerance for latency in the particular application.

We note that it is very common for the shape of a matrix — the exact locations of its non-zeros — to be known even when the values are not. Some of these are referred to as “pattern matrices,” and the Matrix Market and the Florida collection include many of them. Also, for those matrices derived using Finite Element methods [26], the shape of the matrix may be known ahead of time, as the matrix is derived from a mesh that is usually available before solving the problem. All of our methods except Unfolding generate code based only on the shape; by generating code for those matrices off-line — only the mvalues array needs to be supplied at runtime — the issue of latency is entirely obviated.

The more challenging case is when nothing is known about the matrix until runtime. The work presented here is the first step in the creation of a library for matrix-vector multiplication that will use runtime specialization, auto-tuning, and machine learning techniques to predict the best method, as has been done in previous work [19, 20, 25, 28, 33]. The library would be employed in cases where a single matrix M is to be multiplied by many vectors.

Here is how we envision the library working: The user will supply the matrix to the library, and the library will produce a pointer to a function of type void multByM (double v[], double w[]). When called subsequently, multByM will multiply M by v and place the result in w. (The OSKI library [19, 21, 31] operates similarly.) When first presented with M, the system will determine which method will produce the most efficient multByM. It may determine that CSR is the best, and will immediately return a pointer to pre-existing code; or it may determine that a specialized code, which must be generated at runtime, will be most efficient. This process itself will take time, and generating the specialized code, if that is the decision, will take even more; in any case, the system cannot produce overall speedups if the matrix is to be multiplied only a small number of times. (The risk might be managed by running program generation in parallel with a low-latency method like CSR until the generated code is ready.)

This library organization raises several questions:
1. What methods of generating multByM are likely to produce efficient code and what are the speedups that these methods can deliver? This is the question we address here.
2. How can the system determine the best method for a particular matrix on a particular machine?
3. How can the latency introduced by the code specialization process be minimized?

Question (2) will be addressed by auto-tuning [19, 20, 25, 28, 33]. Here, one gathers information about the machine at “install time,” and feeds it into the runtime specialization process, which uses it, together with characteristics of the matrix M, to determine how best to generate multByM. To minimize latency (question 3), we are developing purpose-built code generators.

7. Related Work
Sparse matrix-dense vector multiplication is an operation that is used in many scientific problems. It has been studied in the OSKI
project [21]. A number of researchers have looked at multi-core implementations [9, 11, 12, 18, 22, 24, 27, 34]. Among those, we have compared our codes with CSB, BiCSB [12], and CSX [24], as their libraries were available online. CSRbyZ is similar to the method described by Mellor-Crummey and Garvin [27], while GenSpFx is similar to PBR [9]. Perhaps, the main difference between our work and previous ones, is that rather than evaluating a single method, we are evaluating many. Our goal was to understand if, and by how much, specialization could improve performance.

As discussed in Section 6, auto-tuning is used to overcome the problem that the best code for a problem can vary from machine to machine. It is used by OSKI; other examples are [20, 25, 28, 33].

The area of program specialization — also called code generation, partial evaluation, or staging — has been quite heavily studied, especially with respect to language features, such as type-checking, that promote simplicity and safety of specialization [13, 30, 32]. Work in this area specifically addressing high-performance for realistic applications includes work on marshalling [7, 14] and on code-optimizing transformations [15]. With runtime specialization, the focus moves toward the efficiency of specialization itself [23, 29].

8. Conclusions

In this paper we have shown that specialization can be used to obtain speedups for SpMV. Our experimental results using 23 matrices and five machines show that a method requiring specialization runs faster than MKL in 106 out of 115 runs (23 × 5). These experimental results include comparisons with state of the art libraries, such as Intel’s MKL, BiCSB, and CSX. If we only use specialization, the average speedup with respect to Intel’s MKL library ranges from 1.44x to 1.77x, depending on the machine. For individual matrices, these speedups can be higher.

In this paper, rather than evaluating a single method, we are evaluating many. Our results show that there is no one best method and that the best method depends on the machine and matrix characteristics. Among the evaluated methods, we have found that one of our methods, Unfolding, can produce significant speedups when the number of distinct values is small. This is important, as this can be common in matrices that are derived from graphs, such as the Laplacian matrix, or algebraic multigrid methods for sparse linear systems.
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